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ABSTRACT 

Introduction: Face recognition research is motivated not just by fundamental security concerns, 

but also by the fact that it is required in many practical applications where human identity is 

required. Rapid improvements in technology such as digital cameras, the internet, mobile 

devices, and technological demands on security have facilitated and encouraged face recognition 

as one of the key biometric technologies. Face detection, feature extraction, and classification 

methods for face identification utilizing hardware description language HDL implemented in a 

Field Programmable Gate Array are investigated in this paper (FPGA).The research goals 

include  

Methods: The Viola-Jones algorithm for face detection was developed, followed by developing 

an algorithm for feature extraction using Artificial Neural Networks (ANN),and finally feature 

matching using Hamming Distance. The whole system was implemented on FPGA, using 

VHDL. 

Results: The system successfully identifies the eye region of the face from the image, and 

extracts the features of each image then perform matching. The program output or display a 

result of image matched or image not matched. The execution time of the overall system speeds 

up due to the parallel processing of FPGA. 

Conclusion:The program was able to distinguish between two images of people based on their 

eye image, as well as detect minor expressional changes in the test image. Designing the full 

algorithm using FPGA help in speeding up the execution time of the processes, whuch gives the 

opportunity to build the system to work in real time with low cost due to its flexibility. 
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1. INTRODUCTION 

Biometric recognition is the automatic identification of a person based on one or more physical 

or behavioral characteristics. A biometric identification system, in general, employs physical 

characteristics (like a fingerprint, iris pattern, or face) or behavioral patterns (like handwriting, 

voice, or keystroke pattern) to identify a person. Face recognition has become a significant 
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component of biometric recognition procedures. It is a significant research problem that cuts 

across many fields and disciplines. Face recognition is a fundamental human trait that is crucial 

for good communications and interactions among people, in addition to having several practical 

uses such as bankcard identification, access control, mug shot searches, security monitoring, and 

surveillance systems. 

Instead of considering the entire face, specific sections of the face were excised in this study, 

which is known as hemi-facial extraction [1]. The eye region was chosen since the eyes can 

never be hidden, even when wearing various disguises on the face, and so recognition will be 

simple and accurate. An Artificial Neural Network (ANN) is a type of information processing 

system made up of a large number of interconnected components called neurons, typically, a 

neural network system has three or more layers. Neural network properties may be used to 

imitate some functions of biological brains and neural systems. In this work the back propagation 

neural network algorithm was adopted Self-organization, adaptive learning, and fault tolerance 

are the main benefits of neural networks. Neural networks are employed in many biometric 

recognition challenges because of these properties. The use of a Field Programmable Gate Array 

(FPGA) for neural network implementation gives programmable systems more flexibility. 

FPGAs combine great efficiency with adequate flexibility, making them an excellent choice for 

neural network implementation. Aside from having the right speed for real-time applications, 

FPGAs can be reprogrammed as many times as needed at no extra expense. 

The basic FPGA architecture is a two-dimensional array of logic blocks and flip-flops with ways 

for the user to set each logic block's function, inputs/outputs, and block interconnection. Design 

entry in a conventional FPGA design flow begins with schematics or a hardware description 

language (HDL), such as Verilog HDL or VHDL [2]. A hardware description language (HDL) is 
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a computer language used to describe electronic circuits in a formal way. It can describe a 

circuit's functioning, structure, and input stimuli in order to check that the operation is correct 

using simulation. The aim of this study is to design of facial recognition system based FPGA. 

2. LITERATURE REVIEW 

A back propagation neural network BPNN model for extracting the basic face of human face 

pictureswas developed [3]. The eigenfaces are then projected onto human faces in order to detect 

distinct feature vectors. [4] suggested a gray-scale face recognition system. To decrease the 

complexity of ANN training, they used it in the pattern recognition phase rather than the feature 

extraction phase. [5] also used a 3D facial recognition system with geometrics approaches and 

two types of ANN to conduct face recognition (multilayer perceptron and probabilistic). [6] 

focused on a face recognition approach based on PCA and the BP algorithm. PCA is used to 

extract the feature, and the BPNN is used to classify it.A low-cost real-time facial recognition 

architecture based on a Field Programmable Gate Array (FPGA) was reported in [7]. The face 

recognition module accepts faces from a video stream and processes them using the widely used 

Eigen faces technique, commonly known as the Principal Component Analysis (PCA) algorithm. 

[8] suggested a neural network-based handwritten signature categorization method with FPGA 

implementation. Very High Speed Integrated Circuits Hardware Description Language is used to 

define the planned architecture (VHDL). The neural network was trained using the MATLAB 

program, and the hardware implementations were created and tested on an Altera DE2-70 

FPGA.[9] also showed that using the standard principal component analysis approach, some 

experiments with ear and face recognition revealed that the recognition performance is 

essentially identical whether using ear or face images, and that combining the two for 

multimodal recognition results in a statistically significant performance improvement. PCA-
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based face recognition is described in [10], with different testing criteria. The recognition rates 

vary depending on the number of training and testing sets used size of the image and even 

presence of noise in the face images. Its inherent advantage is that it preserves the spatial 

information of image samples while also being resilient to outliers. 

3. METHODS 

The study was based on a system that collects a user's face appearance in order to match it with 

another face. As illustrated in Figure 1, the system consists of four primary components: face 

detection, eye region detection/alignment, feature extraction, and matching, with localization and 

normalization (face detection and alignment) serving as processing steps preceding face 

recognition (facial feature extraction and matching). 

 

 

 

Fig.1 Processes involve in the system 
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Fig.2 Block Diagram of the system 

Viola Jones algorithm was used to implement the face detection stage, It is a preferred algorithm 

for frontal face detection due to its higher accuracy and better adaptability to real time situations. 

MATLAB software was used for the viola jones algorithm. Image capture and preprocessing 

were the first steps in face detection. The image's histogram equivalence was created, in which 

the histogram values were converted to binary, which was then read in the HDL program. Lastly 

Hamming Distance was chosen as a matching metric since it calculated the number of bits that 

differed between two templates. When calculating the hamming distance between two templates, 

one is shifted left and right bitwise, and a series of hamming distance values are calculated from 

the shifts. To account for rotational inconsistencies, a threshold limit was specified, where the 

picture pixel difference was calculated and the system displayed image not matched if the test 

image fell within this value, otherwise image matched. 

3.1 Implementing on FPGA Chip 
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VHDL was used to implement the system on FPGA. For the recognition stage, the binary data 

values from the histogram were employed. Network training was done in MATLAB for ease of 

implementation on FPGA. The face recognition stage was implemented using an MLP neural 

network with the goal of improving recognition accuracy. As a result, the required hardware will 

be less sophisticated, and the face detection system will be faster. It is important to transfer 

images in a standard format into a file that the VHDL file read procedure can understand in order 

to process real image data in VHDL simulations. 

The hardware system was fully implemented on an FPGA, VHDL Top level consists of small 

components. All these components were designed in VHDL by using Xilinx ISE (13.4) design 

suite.VHDL statements are essentially parallel, not sequential, therefore building and designing 

the full algorithm using FPGA will help in speedup the execution time of the processes and this 

will lead in speeding the overall system execution of the face recognition. When the simulation 

was done successfully, the programwill output or display a result of image matched or image not 

matched. 

4. RESULT AND DISCUSSION 

The simulation programs for the face detection, training, and testing stages for ANN models 

were written in MATLAB software. Starting with reading an image and detecting the face from 

the image, the Viola Jones method was utilized to achieve each outcome step. As illustrated in 

the figure.3 (abc) below, a boundary box was constructed to show the faces in each image.
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Fig.3a face detection of image A Fig.3b face detection of image B Fig.3c face detection of 

image C 

The next step was to detect the eye portion; rather than considering the entire face, specific areas 

of the face were excised in this study, which is known as hemi-facial extraction. A face detector 

was developed that detects the eye region of the face by drawing a boundary box around the eye 

section of the faces. Figure 4 illustrates the picture of eye region detected from the sample 

images. 

 

 

Fig.4a Eye detection image A   Fig.4b Eye detection image B Fig.4c Eye detection image C 

The image was transformed to black and white, or gray-scale, to simplify the complexity of the 

operation utilizing a colored image. Each image's binary and histogram equivalence was 
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calculated; as seen, there is a significant variation in both the histogram and binary equivalence 

between these images, as well as varied intensities in the plots. In both binary and histogram 

graphs, the eye component of different sample images yields varying intensities.  

 
              (a)                                                                  (b) 
Fig.5a and b :Binary equivalence ofsample image Cand  Histogram equivalence of image C 
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(a)                                                          (b) 

Fig.6a and b:  Binary equivalence of sample image A and  Histogram equivalence of sample image A 

 
   (a)                                                                           (b) 

Fig.7a and b: Binary equivalence of sample image B and Histogram equivalence of sample image B 
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In the final stage, the binary values of the data were created;these two binary image files were 

compared using the XOR operation. The hardware system was successfully implemented on an 

FPGA using parallel statements on VHDL which speeds up the execution time of the processes, 

thereby speeding up the overall system execution of the face recognition. The simulation was 

done successfully, and the program output or display a result of image matched or image not 

matchedas seen in Table 1 below corresponding to the threshold limit specified. FPGA gives the 

opportunity to build the system in real time with low cost due to its flexibility.  

 

 

 

 

Table 1 Recognition Results 

Sample images  Recognition results  

Image A & Image B  Image not matched  

Image A & Image A Image matched 

Image A & Image C Image not matched  

Image B & Image B Image matched 

Image B & Image C Image not matched 

Image C & Image C Image matched  

 

5. CONCLUSION  
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Face recognition system was used in this work to recognize facial images with a focus on the eye 

area of the face. Matlab Simulink R2019 software was used for feature extraction and pre-

processing.WhileVivado software was used for the FPGA programming using VHDL (Verilog 

program). The algorithm was able to distinguish between two images of people based on their 

eye image, as well as detect minor expressional changes in the test image. Designing the full 

algorithm using FPGA help in speeding up the execution time of the processes which leads to the 

speeding of the overall system,it also gives the opportunity to build the system to work in real 

time with low cost due to its flexibility. In the future, it is recommended to use the iris of the eye 

to perform the recognition. 

COMPETING INTERESTS DISCLAIMER: 

 

Authors have declared that no competing interests exist. The products used for this research are 

commonly and predominantly use products in our area of research and country. There is absolutely no 

conflict of interest between the authors and producers of the products because we do not intend to use 

these products as an avenue for any litigation but for the advancement of knowledge. Also, the research 

was not funded by the producing company rather it was funded by personal efforts of the authors. 

REFERENCES 

1. Chun He; Papakonstantinou, A.; Deming Chen,(2009.) "A novelSoC architecture on 

FPGA for ultra fast face detection,"in Computer Design, ICCD 2009. IEEEInternational 

Conference  , vol., no., pp.412-418, 4-7Oct. 2009 



 

12 
 

2. Deschamps J. P., Bioul G. J. A.&Sutter G. D.(2006). Synthesis of Arithmetic Circuits: 

FPGA, ASIC and Embedded Systems. Canada : John Wiley&Sons, Inc. Synthesis 

ofArithmetic 

3. Mohamed R, Hashim M.F, Saad P, Yaacob S (2006) “Face Recognition using Eigenfaces 

and Neural Networks”, American Journal of Applied Sciences, vol.2, no.6, pp.1872-1875, 

ISSN 1546-9239, Science Publications.  

4. Weihua W. and WeiFu W, (2008). “A Gray-Scale Face Recognition Approach”, Second 

International Symposium on Intelligent Information Technology Application, 978-0-

7695-3497-8/08.  

5. Shatha K. Jawad, (2011). “Design a Facial Recognition System Using Multilayer 

Perceptron and Probabilistic Neural Networks Based Geometrics 3D Facial”, European 

Journal of Scientific Research, ISSN:1450-216X, vol.60, no.1, pp.95-104 

6. Taranpreet S. R., (2012). “Face Recognition Based on PCA Algorithm”, Special Issue of 

International Journal of Computer Science & Informatics (IJCSI), ISSN:2231–5292, 

vol.2, No1.2, pp.221- 225. 

7. Laszlo S, Zoltan K, Szilveszter P, (2017). “FPGA-based Low-Cost Real-Time” IEEE 

15th international symposium on intelligent systems and informatics (SISY).  

8. Sami EL M,  Abdessamad E, Abdellatif H, (2014) “FPGA Implementation of Artificial 

Neural Networks” JCSI International Journal of Computer Science Issues, ISSN:1694-

0784 Vol. 11, Issue 2, No 1.  

9. ChangK.,BowyerK.W., SarkarS., (2003) “Comparison and combination of ear and face 

images in appearance-based biometrics,” IEEE Trans. On Pattern analysis and machine 

intelligence, vol. 25, no. 9. 



 

13 
 

10. Latha P., Ganesan L.&Annadurai S. (2009). “Face Recognition using Neural Networks”, 

Signal Processing: An International Journal, vol.3, issue.5, pp.153 – 160.  


