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On an Erlang(2) risk model with dependence
between interclaim arrivals and claim sizes

Abstract

In this paper, we consider an extension to the classical compound Poisson risk model by introducing
a dependence structure between the claim sizes and interclaim times, which the claim inter-arrival
distribution is Erlang(2). By studying the roots of the generalised Lundberg equation, the Laplace
transform(LT) of the expected discounted penalty function is derived. We also show that the Gerber—
Shiu functions satisfy some defective renewal equations. The ruin probability is an important case
of the Laplace transform of the time to ruin. Some explicit expressions are obtained to measure the
impact of the various dependence structures in the risk model on the ruin probability.

Keywords: dependence; Gerber-Shiu penalty function; Laplace Transform; defective renewal equation;
ruin probability

1 Introduction

In the actuarial literature, many authors focus their research intertsts to two well-
known risk models, namely the classial compound Poisson risk model and the risk model
based on the renewal or the Sparre Andersen risk model. Ruin probabilities and many
other ruin measures such as the marginal and the joint(defective or not) distributions of
the time to ruin, the deficit at ruin and the surplus prior to ruin have been extensively
studied(see Dickson and Hipp(1998)™, Rolski et al.(1999) and references therein). A
unified approach to study these ruin measures with the discounted penalty function for
the classical risk model has be introduced in the Gerber and Shiu(1998)[3].

Note that, for these two risk models, it is explicitly assumed that the interarrival times
between two successive claims and the claim amounts are independent. This assumption
is appropriate in certain practical circumstances and has the advantage of simplifying
the models. However, this assumptions is inappropriate in the real world. For example,
in modeling natural earthquake events, more considerable damages are expected with a
longer period between claims. See Albrecher and Boxma(2004)[4] and Nikoloulopoulos
& Karlis(2008)"” for an example of this type of structure. M. Boudreault et al.(2006)"
studied the dependence structure among the interclaim time and the subsequent size.
Stathis et al.(2012)m considered an extension to the renewal process by introducing a
dependence structure between the claim sizes and interclaim times through a Farlie-
Gumbel-Morgenstern copula.and we can also see that in the H. Cossette et al(2008)[8].

Since then, several renewal risk models with different interclaim times have been
studied by many authors. The Erlang distribution is one of the most commonly used
distributions in risk and queueing theroy. See the paper writing by Dickson and Hipp(1998,2001)
Willmot and Lin(1999)"”, Cheng and Tang(2003)"", Gerber and Shiu(2005)"” and the

references therein.
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In this paper, we consider that the interclaim times are distributed according to an
Erlang(2).And we consider a dependence structure between the claim amount and the
interclaim time.Therefore, our risk model is an extension of the classical Poisson.

The paper is organsized as follows. In Section 2, we briefly introduce the risk
model and the dependence structure of the proposed model. We analyse the generalised
Lundberg equation and its roots in Section 3. The Laplace transform (LT') of the Gerber-
Shiu expected discount penalty function is given in Section 4. In Section 5, the defective
renewal function is given. Finally, explicit expressions and numerical examples are given
in Section 6.

2 The risk model and the dependence structure

In this section, we consider the surplus process {U(t),t > 0} defined by U(t) =
u—+ct—S(t), where u = U(0) > 0 is the initial surplus and ¢ is the premium rate which is
assumed to be a positive constant. S(t),t > 0 is the total claim amount process defined
by S(t) = Zﬁ(f) X; and 32° = 0if a > b. The claim number process {N(t),t > 0} is a
renewal process defined via a sequence of i.i.d. interclaim times {W;}22,. In this paper,
we consider that the r.v. W has an Erlang(2) distribution with expectation 2/3,5 > 0
with p.d.f. given by

fw(t) = g*e Pt > 0. (1)
The individual claim amount r.v’s X;,j € Nt are assumed to be a sequence of strictly
positive i.i.d. r.vs with cumulative distribution function(c.d.f.) Fx(z) = 1 — Fx(z) and
Laplace transform fX. We assume that the claim amount and the interclaim time r.v.s
X, and Wy, is a dependence structure. We defined that the density of X |} as a mixture
of two arbitrary density function f; and fy (with respective means p; and ps), i.e.

Fxuwe(2) = e fi(@) + (1 = ) fo(w), 2 >0, (2)

fork=1,2,....

We let 7 = infi>o{t,U; < 0} be the time of ruin with 7 = oo if U; > 0(i.e. ruin does
not occur). The deficit at ruin is denoted by |U,| and the surplus just prior to ruin is
U._. To ensure that ruin does not almost surely occur, the premium rate c is such that

E[CWj—Xj]>O,j:1,2,... (3)

providing a positive safety loading.
The Gerber-Shiu discounted penalty function mgs(u) is defined as

ms(u) = Ele™"w(Us—, |Ur|) <ol Uo = ul, (4)

where 6 > 0,w : R x Rt — R* is the penalty function. Especially, a special case of
the Gerber-Shiu discounted penalty function is when w(x,y) = 1, for all z,y > 0. Then
ms(u) becomes the LT of the time of ruin, denoted by m.,(u). If § = 0 the ms(u) becomes
the ruin probability ¢ (u) = E[l,<o|U(0) = u].

3 Analysis of a Lundberg’s generalised equation

In this section, we want to derive a generalised version of the Lundberg equation for
the Erlang(2) risk process, and analyse the number of its roots, i.e. with Re(s) > 0. These
roots are required to find the defective renewal equation for the Gerber-Shiu function
ms(u) as well as to evaluate several ruin quantities.
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To derive Lundberg’s generalised equation, we consider the discrete-time process
embedded in the continuous-time surplus process {U(t);t > 0}. Define the discrete-time
process by Uy = u and for k =1,2

k
Uk:U‘i‘Z(CWi—Xi),

to be the surplus immediately after the kth claim. We seek a number such that the
process {e 92 ia WitsUn | =0, 1,2,...} for s > 0 is a martingale if and only if

E[e_(;WeS(CW—X)] — E[G(CS—(S)WG—SX] — 1’ (5)

which is called the generalised Lundberg equation associated with our risk model. Given
in Equation (1) and (2), the left-hand side of Equation (5) can be written as

E[ —oW s(cW X / / —(0—cs tf )( —Atfl(x> + (1 —€_>\tf2<l’))>€_swdl‘dt

2 27 1
- R smap R g —ar
2 1
_5 f2(s>(5+)\+ﬁ—68)2 (6)

Then, Lundberg’s generalised equation in (5) reduces to

B2 (22— 5)2 fi(s) + (P2 — 5)2 fo(s) — (B2 — )2 fa(s)
3 (B2 — (5 — 52 | v

We use Rouche’s theorem to show the numbers of roots of the generalized Lundberg
equation in the following proposition.
Proposition 1. For § > 0, Lundberg’s generalised equation in (7) has exactly 4 roots,

say p1(6), p2(9), p3(9), pa(0), with Re(p;(6)) > 0,i=1,2,3,4.
Proof. The generalised Lundberg Equation (7) also becomes

BAHE+ B —cs)fi(s) + B2 fa()[(6+ A+ B —cs)> — (6 + 8 — ¢s)?]
=0+ X+ 8 —cs)’(0+ 5 —cs)?, (8)

it can be seen that the above Equation (8) has exactly 4 roots with positive real parts.
We let » > 0 and denote by C. the contour containing the imaginary axis running
from -ir to ir and a semicircle with radius r running clockwise fron -ir to ir, that is,
Cr.={seC:|s|=r Re(s) >0,r >0is fixed }. Also let r — oo and denote by C the
limiting contour. We apply Rouche’s theorem on the closed contour C to prove the result.

(1) For Re(s) > 0, that is, for s on the semicircle, we have | + 5 — ¢s| = oo, [0+
A+ [ —cs| = oo as r — oo, and thus

h5+Af; )

< Ifis |\

1 A

A 5 p
+ [ f2(s)] (04 5 —cs)? + (0 + A+ B —cs)?

f1(3)+ {(

§+A+ﬁ cs)?
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on C. For r — 0o, and hence it holds that

32 P 1 1

<5+)‘+5_05)2f1(5)+ (6+8—cs)? ((H—A—i—ﬁ—cs)z} B 1 (s)

<1l (9

on C.

(2) For Re(s) = 0, that is, for s on the imaginary axis and for 6 > 0, similar to
Cossette et al.(2008)™ | we let

(ia(s) _ B2 B 62
G+p—eP  GHA+B-cop
then we have
. B (26 + 28 — 2cs)\ + \?
95(5) 1 = B | 5 = e G L A 1 f — o

< B2A

(26 + 26 + A)? + (2¢s)? ‘
(0+B)2(0+ B+ N220+28+N)
(20 + 28 + \)?

2
< 6% (04 B)2(0+ B+ N)2(20+ 28+ N)

= ld0)

and

g 1 1 .
(5+)\+B_CS)2f1<3)+ |:(5—|—ﬂ—cs)2 N (6+)\+6—CS)21| Ié] fQ(S)
_ B ; S
= | Grag g/t T (0)ds(s)

52

~

+ |ds(s)]

<

=< + |ds(0)] (10)

For § > 0, it holds ds(0) > 0. Indeed,

son B 32
O =G5 " Gragae

Therefore, for s on the imaginary axis and for § > 0, Equation (10) becomes

Ca : [ 1 1 } )i
'(5+A+6—cs)2fl(s)+ (6+B—cs)?2 (64 A+ —cs)? Bh(s)
2 A
S‘Q—i—f—-l-ﬂy + 1ds(0)| < 1

Above all, we proved that
828+ 8 — cs) fi(s) + B fa(s)[(6 + A+ B = cs)” = (5+ 8 — es)7]]
< |6+ X+ B —cs)*(5+ B —cs)

in two case, and thus by Rouche’s theorem, it follows that Equation(8) has the same
number of roots as the equation (6§ + A+ 8 — ¢s)?(§ + 8 — ¢s)? = 0 inside C,. Since the



UNDER PEER REVI EW

5 title

latter equation has exactly 4 positive roots inside C,., we deduce that Equation (8), that
is, Equation (7) has exactly 4 roots, say pi(9),. .., ps(d) with positive real parts. Finally,
we complete the proof by letting r — oo.

In the following, for simiplicity we write p; for p;(6),j =1,2,3,4. when § > 0.

ReEMARK. For § = 0, the conditions to Rouche "’s theorem are not satisfied, since

B : 1 1 .
‘(5+)\+5—03)2f1(8)+ [((5—1-5—08)2 - (5+)\+ﬁ—cs)2} CRED)

-[55 -wl

for s = 0. The case of 6 = 0 is important to evaluate several ruin related quantities,
such as the ruin probablity, being special cases of the Gerber-Shiu penalty function at
0 = 0. We apply the Klimenok(2001)[13] to derive the number of roots to the generalized
Lundberg’s equation with § = 0.

ProposiTion 2. For § = 0, Lundberg’s generalised Equation(7) has exaclty 3 roots,
say p1(0), p2(0), p3(0), with positive real parts and one root equals zero.

Proof. Define the contour Dy = s : [z| = 1 and let z = 1—7. In terms of s, the contour
Dy, is a circle with origin at k and radius k. Similarly as in Proposition 1, we let £ — oo and
denote by D the limiting contour.Using the same arguments as in the proof of Proposition
1, one can show that Equation(8) also holds on D (excluding s=0 or equivalently z=1) for
§ = 0. besides, the functions 52(5+ 5 —c¢s)2 f1(s)+ B2 f2(s) [0+ A+ 5 —cs)2 — (64 —cs)?]
and (6 + X+ 8 —cs)*(d + 8 — cs)? are continuous on D. As Theorem 1 of Klimenok(2001),
we need prove that

d 32 . 32
E{l AN+ B —ck(1— z))Qfl(k —k2) - [(5 — k(1 = 2))?
3 :
Tt B - ck(1- z))z}ﬁ(k’ - kz)} e
The left-hand side of this relation is equal to
d% {1- B [ettev=]1 = kE [cW — X]

where E [¢W — X] > 0 given the solvability condition in equation (3).

Based on Klimenok(2001), we conclude that inside D, the number of roots of Equation
(8) is equal to 3, that is, the number of roots of (§ + A + 8 — ¢5)?(d + 8 — c¢s)? inside D
minus 1. Moreover, a trival root to Lundberg’s generalised equation (7) equals zero.

4 LT of ms(u)

In this section, we want to derive the LT 7is(s) = [J° e *“mgs(u)du of the Gerber-
Shiu expected discount penalty function mg(u) defined by Equation (4). For u > 0, we
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define the following functions

o1,5(u /mgu—x)fl( )dz + v (u), / fi(zx
oa5(u /ma u — ) fo(x)dr + 2 (u), / fao(z

By conditioning on the time and the amount of the first claim, we have

(11)

00 u+ct
ms(u) = /0 e_‘stfw(t)/o (ms(u+ct — ) (e M fi(z) + (1 — ™) folz)) dudt

[Tt [ e )+ (- ) o) ot

+ct

Setting y = w + ct, and using Equation (11) and fW(
Equation (12) yields

Cng(u) _ 62 /Oo 6_(5+/\+ﬁ)yzu
52/ ™ (y — w)ons(y)dy

(y —u)(o15(y) — 026(y))dy+

Taking LTs gives
A < y Y _(s_SEA+E
Pring(s) = B / e~ (0 () 0y 5(y) / (y — we
0 0

2 [T —o+p) ! (s 2tBY,
+ coas(y) [ (y—wu)e e Mdudy
0 0

It can be easily proved that for a > 0

v 1 e
/(y—u) —augy =4 4
0

) dudy

a a2 a?

Therefore, using Equation (15), Equation (14) can be written in the form

R B3? A X
C2m5(8> = W(Ul’g(s) — 0'276(8))
1 B2 0067(6+)\+6)%(U (y) — 02.5(v)) ) B 1 J
0 Loy 20\Y 5 — I+t (s . 5+)\+ﬁ)2 Y
Ea A 2/00 _(5+B)y y 1
+ — 3.0 S + e c o _ d
o e ey )
B . . B )
— m(dm(S) — G25(s)) + maw(s) + Bs(s)
where N
625(5)_/ e ois(u)du i =1,2
0
and

y;u) — 52 (yzu) 6—5(%)’

(12)

then

(14)

(15)

(16)
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Let 4i(s) = [, e *“y(u)du, i = 1,2. Since from Equation (11) it holds &;4(s) =

ms(s)fi(s) +4i(s) ¢ =1,2. The above Equation (16) reduces to

s (s) {02 - (S_aﬁTﬂ)z(fl(S) — fals) - %fg(s)}
_ (S_?Tﬁyws) () + (S_ﬁ—w)ﬁ?(s) T Bys) )

c c

Now using Equation (17), we give the following theorem about the expression for ms(s).

TheorEM 1. In the Erlang(2) risk process with a dependence structure, the LT 7;(s)
of the ms(u) is given by

) = e
where
i s(s) = (S_MYG_ 5t5>2 (19)
haa(s) = 2 (s _ ‘”;5)2 (Fuls) — Fols)) + f—j (s _ wfﬁ@) (20)
st = 2 (5= 0) o) = aten + 2 (5= 220 s ey

and /5’2’5(3) is a polynomial in s of degree 3 or less, given by

4 4
Bz,&(s) = - Z Bl,&(ﬂj) H © P
j=1

k=1 kg P9 PR

Proof. Multiplying both sides of Equation (17) by (s — W)Q (s — #)2 /c* and
then solving the resulting equation for ms(s) we get immediately the equation (18), with

Ba(s) = S5hia(9)Bil)
2 2 00
- () () { _— / e O g 5(y) — 02,5(y))ydy
— = Jo

c2 c c
62

L saa+BN2
_MTJrﬂ)

/ eI (5 5 (y) — 02’5(y))dy}
0

(s
1 5+ A+ 6\ 5+ B\? 2 >~ .
(- Y (Y [ et

c c
_ # /OOO e_(6+’8)y/002,6(y)d4
(-2 (- saery (ae)

P (o Y (Y (548) gy,

c? c 1 1
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which is a polynomial in s of degree 3 or less, where

(0 FN+P > c j
[ (—> :/ e~ ORI 0y 5(y) — 02.5(y))y dy
0

C

~ [0+ > . ) )
() = [ e sy =0

C

It is easy to see that the Lundberg’s generalised equation (5) can be written as hy 5(s) —
}Al275(5) = 0, which means that p}s,i = 1,...,4 are roots of the denominator in Equation
(18). Since mys(s) is analytic for Re(s) > 0, this implies that pls,i = 1,...,4 are also
roots of the numerator in Equation (18), and thus Bg,g(pi) — —Bis(pi),i=1,...,4. Since
5275(8) is a polynomial in s of degree 3, by the Lagrange interpolation formula at the 4
points p1, p2, ps3, p4, we have

4

4 4
Basls) = > hales) 1] S_pk_ 2516,0] 11 s

=1 ket kg P ket g P a

and then the proof is completed.

5 Defection renewal function

ProposiTion 3. The LT of ms(u) is given by

Fials) = T.T,, ... T, B15(0)
1—T.7T, ... T, hys(0)

(22)

Proof. By the Lagrange interpolating formula and using the Property of the Dickson-
Hipp operator of Li and Garrid0(2004)[14], we have

Brs(s) —~ Bis(py)
ma(s) = (s = )7 (p))

51,5(5) + /5’275(8) = my(s) { =my(s)TT,, ... T,,1,5(0), (23)

where my(s) = [[._,(s — p;), and

4

4 A 4
huste) = s JT 75+ 20502 mln) T 2

k=1 =1 Pi gDy P PR

Similar arguments as the Cossette et al.(2010)[15], the aforementioned relation implies that

. . ha, ! h p
! ? Z p] 7r4 p])

~  has(p)) has(5)
+Z<s—pj>w;<pj> ma() ) (24
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Since ]tlg,g(pj) = ﬁl,g(pj), j=1,...,4, for s=0, we obtain

us(0) | g Basle) _ (52) ()" | 5~ (2 =) (5 =)
m0) - Heme)  ILoe) S i T (05— o)
_ O+ A+ BPO+BP | SO A+ = p)’(0+ 5 —cpy)
ct H?:1(_Pj> =1 ctp; Hi:l,k;&j (p; — pr)

_(0+A+B8)°(0+ ) N [1_ (5+A+6)2(5+6)2}
A T (=05) AT (p)
= 1.

Then Equation (24) becomes
h15(s) = has(s) = ma(s) [L = TWT,, ... T, ha5(0)] . (25)
Finally, replacing Equation (23) and (25), we obtain Equation (22).

ProposiTion 4. The Gerber-Shiu discounted penalty function ms(u) admits a defective
renewal equation

ms(u) = /Ou ms(u —y)Cs(y)dy + Gs(u), u > 0. (26)
where

Gy) =T, ... Tphas(y),

G(;(U) = Tpl . Tp4ﬁ275<U).

Furthermore, Equation (26) admits the following alternative representation

ms(u) = As(u), uw>0

/Ou ms(u —y)0s(y)dy +

14+ kg 14+ ks
where ks is defined as

1
14 kg

= TOTp1 oo Tp4h2’5(0) = m(;(O)
Besides, we have

Ag(u) = (1 + li(;)G(;(u),

and
05(y) = (1 + K5)Cs(y),

which is a proper density function. From this Proposition, we can get that the LT of the
time to ruin m.(u) is the tail of a compound geometric distribution.
ProposiTion 5. The LT of the time to ruin m,(u) satisfies the defective renewal

equation
:/ mT(u—y)g};(y)der/ G(y)dy

/mau— y)0s(y dy+ / G(y)dy, u>0.

1+/<c<5
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6 Numberical illustration and impact of the dependence structure

In this section, we start with some example. We assume that the r.v. X representing
the individual claim amount follows a mixed exponential distribution with parameter Aq,
Ao, that is, fx(t) = e fi(z)+ (1 —eM) fo(x) x>0, with fi(z) = \e ™M, fo(z) = Ape 27,
fi(s) = )\I\is, fa(s) = /\iis. At first, We find an explicit expression for Taking L'Ts in both
sides of the first equation in Proposition 5, we obtain that

A m-(0) = Ga(s) _ 1= Go(s) — [1 = m-(0)]

m,(s) = - i - 27
©=s [1-G(s)] s [1=Gs(s)] o
From Equation (25) we get
hs(s) = has(s) = [1 = (o) [ (i =),
and then Equation (27) becomes
o hus(s) = hog(s) — [1—mo ()] [T, (pi — )
"= 5 [hra(s) = has(s)] | (28)
Bt the Equation (19),(20) we can get that
o () — has(s) = -2l (29)

C4<)\1 + 8)()\2 + 8)’
where

Qu5(s) = (M +8) (A2 +8) (0 + B —cs)’ (0 + A+ B —cs)’
— B2A (A +5)(6 + B —cs5)? — Ao A + 8)(—2csA + A2+ 2A(\ + 3)).
Since Q44(s) is a polynomial of degree 4 and then we have that Q4 s(s) = 0 has 4 roots in
the complex plane, and from Proposition 1 and Equation (29) that the equation Q44(s) =

0 has 4 roots p1, p2, ps, p4 With positive real part and two roots say —R; = —R;(J), with
Re(R;) > 0,7 =1,2. Thus, we can rewrite Q45(s) as

4

Qus(s) = c*(s+ R)(s + Ro) [ (pi — 5)- (30)

i=1
From Equation (29)and (30), Equation (28) yields
o T 5 Ry) = [1 = me(0)] (M + 5) (Ao + 5)
e T G+ R |
Now that m,(s) < oo for s > 0, the numerator in Equation (31) is zero for s = 0, that is

_ RiR,
WY

(31)

I mr(o)

and then Equation (31) yields

<1_§1_§;)3+R1+R2_%;;A2)

(8 + Rl)(S + Rg)

A

m.(s) =
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We assume that R;, R, are distinct and we can get that

2
. B Z &b
mT(s> N S+ Rj7
=1

where N, )
S T R )
Ry — Ry A2 A1 Ao
2
2 = Ry (1 B Ro(M\ + Ag) N Rs ) |
Ry — Ry A1 A2 A1 A2
Inverting m.(s) is
m,(u) = 51756_1%1“ + 52756_1%2“, u >0, (32)

and by letting § — 0, the ruin probability ¥(u) can be obtained.

6.1 Numberical examples of two compared models

In this subsection, we start with a numberical example. We consider the extension
from the Poisson arrival process to Erlang(2) interarrival claim times as well as we indicate
the impact of the dependence parameter A on the ruin probability and the L'T of the ruin
time, where 6 = 0.

Here we compare the ruin probabilities calculated in an Erlang(2) risk model with
those calculated by the exponential compound Poisson risk. Other settings for the two
compared models are identical.

We assume for the claim amount r.v. that fxw = e fi(z)+ (1 — e_)‘t) fa(z), where
fi(z) = Me ™% fo(z) = Ae 2% (the expectation is p; and puy) for both risk model
and also we assume that the interclaim r.v. is f,(t) = S%*e P for Erlang(2) model and
fu(t) = Be P! for exponential model.

The ruin probability ,(u) for the Exponential Poisson risk model are taken from

Cossette et al.(2010)"” and for the Erlang(2) risk model, using § = 0 from Equation (32).
We give expressions for the ruin probability ¢ (u) as function of v > 0 and for different
values of the dependence parameter A\, both can see in Figure 1.

Let Ay =3, Ao =1, c= 1.5, = 2, and then we have

with A = 0.5

Y(u) = —0.0711385440307139¢ 2 72611056853693u 1 () 1583937580081028¢ 0-3478757687088427u
Yy (u) = —0.15951259519348063¢ 1931 774360594839 1 () 4366144680653996¢ ~0-06272051410032555u

with A = 0.75

Y(u) = —0.059056035582145394¢ 2 T4918048L98971u 1) 91623621102415286¢0-7908259477411941u
Up(u) = —0.1128431290755753¢ > 010100953298826% 1 () 5464987972543871 020841 785280867T T

with A =1

(u) = —0.0499755210860354¢ > T0WWBTTOTOIM () 96379206752529546O-T43494250079464u
Y, (u) = —0.08233338133410702¢ 2 0733044134625125u () 6396231557343817 ¢ 0-41244806278596246u

with A =2

P(u) = —0.029493060910398744¢ > S2THST200T05U 1 () 3866120955900488¢*-0195283091024653u
Up(u) = —0.024656369294917924¢ > 21090439088926Tu 1 () 8524521929729482¢0-10407061550122832u
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Figure 1: Ruin Probabilities in corresponding risk models

Table 1 is the numerical values of these ruin probabilities in corresponding risk models.

Figure 1 and Table 1 both show that the ruin probabilities ¢(u) for the Erlang(2)
risk model are much smaller than the exponential risk model for different initial surplus
u and for all A > 0, so we see that it is worthwhile to consider Erlang(2) risk models.

6.2 Impact of the dependence parameter \

We plot the values (u) calculated in Figure 2, and we easily get that the dependence
parameter A has an impact on the ruin probabilities. It is clear that the lower the
dependence parameter the lower the ruin probability is.

We may interpret the impact of the dependence relation A\ as follows. When the
dependence relation A is low, the probability of having an important claim increases as
the time elapsed since the last claim increases. Thus the ruin probability will be lower
since the probability that the insurance company will have enough premium income to
pay the claim will be higher.

Furthermore using 6 = 0.05 and for different values of the dependence parameter A,
we arrive the analytic expressions for the LT of the time of ruin ms(u) as function of the
initial surplus u, (u > 0), where \y =3, Ao =1, ¢c= 1.5, f =2,

with A = 0.5
m,(u) = —0.07128752934999309¢ ~ 2 7307092800651613u 1 () 14600015980947344¢ 0-8789112541726275u

with A = 0.75
m,(u) = —0.05977255444977979¢ % 7531272965384335u 1 () 9((07700234772152¢ " 0-8065196739719653u
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Table 1: Ruin probabilities in two risk models.

A=0.5 A=0.75 A=1 A=2

P(u) Pp(u) P(u) Pp(u) () Up(u) P(u) p(u)

0 8.7255e-02 2.7710e-01 1.5718e-01 4.3366e-01 2.1382e-01 5.5029e-01 3.5712e-01  8.2780e-01
5 2.2834e-03 1.8963e-02 4.1463e-03 4.3006e-02 6.4102e-03 8.0447e-02 1.7458e-02  3.7530e-01
10 3.2920e-05 8.2448e-04  7.9509e-05 3.3850e-03 1.5577e-04 1.0231e-02 7.8831e-04 1.6523e-01
15 4.7459e-07 3.5828e-05 1.5246e-06 2.6641e-04 3.7852e-06 1.3010e-03 3.5597e-05 7.2746e-02
20 6.8420e-09 1.5569e-06 2.9235e-08 2.0967e-05 9.1982e-08 1.6545e-04 1.6074e-06 3.2027e-02
25 9.8638e-11  6.7656e-08 5.6059e-10 1.6501e-06 2.2352e-09  2.1040e-05  7.2583e-08  1.4100e-02
30 1.4220e-12  2.9400e-09 1.0749e-11  1.2987e-07 5.4315e-11  2.6756e-06 3.2775e-09  6.2079e-03

with A =1

m,(u) = —0.05105583625093204¢ 2 7725204232005805u 1 () 94356338303999145¢ 0-7632058174934445u
with A =2

m.(u) = —0.031068233976860926¢ ~2529°60489332212u 1 (j 354798400374833¢ ~0-071126273816391Lu

From Figure 3, we can see that the lower the dependence parameter A, the lower the
value of the LT of time to ruin is.
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