
 

1 
 

Forecasting AustraliaGross Domestic Product (GDP)   under Structural 

Change  (SC) using Break for Time Series Components (BFTSC).  

 

 

Abstract: 

The main objective of this study is to use BFTSC (break for time series components) to identify 

the structural change and  components of time series present in the seasonal data of Australia 

GDP. The (Australia GDP) data spanned for the period of fifty five years (1960 to 2014). The 

GDP of Australia is a secondary data obtained from the DataStream of Universiti Utara 

Malaysia Library.  The weaknesses of BFAST  in terms of structural change were corrected by 

the extension of BFAST to BFTSC. BFTSC was created to capture the cyclical and irregular 

components that was not captured by BFAST technique and it was included in the methodology 

of this study. BFTSC is designed to give a combined image of all the four time series components 

captured in a single time plot. Evaluation using simulation&empirical  dataverified the accuracy 

of BFTSC. BFTSC is effective and better than BFAST because it was able to identify 100% of the 

data with the basic four time series components.  BFTSC detects 99.97% of the entire 

components in the time series monthly data that was tested. The subsequently forecasting 

technique was determined and a forecast is made.  

 

Keywords: Australia, Break for Time Series Components, Seasonal Data, Gross domestic 

product, Structural change, Cyclical components, Irregular components. 

 

Introduction 

Australia is a country that was created on  26
th

 January 1788. This date became Australia 

national day, Australia Day, the colony was proclaimed by Governor Phillip on 7
th

 February 

1788 at Sydney.Gross Domestic Product (GDP) in Australia averaged 502.19 USD Billion from 

1960 until 2022, reaching an all time high of 1675.42 USD Billion in 2022 and a record low of 

18.61 USD Billion in 1960. This page provides - Australia GDP - actual values, historical data, 

forecast, chart, statistics, economic calendar and news (32). In the 1990s, and the second half of 

the 1990s in particular, ranks as one of Australia's best periods in terms of historically high 

productivity, strong GDP growth and GDP growth per capital, low inflation and falling 

unemployment, a period which not only reinforced prosperity and wealth from Australia's own 

(32). Despite similarities (Australia, Canada and US) in history, law and culture, Australia 

followed quite different macroeconomic histories. Australia's GDP per capital was well above 

those of Britain and the United States in 1870, and more than twice the Canadian level. By the 

1980s, however.  Economic liberalization and deregulation of the Australian economy began in 

the early 1980s under the Hawke Labor government, which commenced the process of economic 

reform by concluding a wages accord with the trade union movement. In exchange for wage 

restraint and an increase in the "social wage" the trade union movement agreed to support 

https://en.wikipedia.org/wiki/Economic_liberalisation
https://en.wikipedia.org/wiki/Deregulation
https://en.wikipedia.org/wiki/Hawke_government
https://en.wikipedia.org/wiki/Prices_and_Incomes_Accord
https://en.wikipedia.org/wiki/Social_wage


 

2 
 

economic reform and oppose industrial conflict (i.e. strikes). The success of the "Accord" 

allowed a Labor government to implement economic reforms that in other nations had been 

implemented by conservative political parties; tariffs were progressively cut, the Australian 

dollar was floated (1983), and the financial system deregulated. Hawke was also able 

to privatize several large government enterprises. Sector wide 'Industry Plans' for economic 

reform were introduced in telecommunications and manufacturing. The Australian Stock 

Exchange Limited (ASX) was formed in 1987 through the amalgamation of six independent 

stock exchanges that formerly operated in the state capitals. Each of those exchanges had a 

history of share trading dating back to the 19th century (32). 

The global early 1990s recession came swiftly after the Black Monday of October 1987, 

resulting from a stock collapse of unprecedented size which saw the Dow Jones Industrial 

Average fall by 22.6%. This collapse, larger than the stock market crash of 1929, was handled 

effectively by the global economy, and the stock market began to quickly recover (This is known 

as Australia miracle growth (32)). The following recession thus impacted the many countries 

closely linked to the United States, including Australia. Paul Keating, who was treasurer at the 

time, famously referred to it as "the recession that Australia had to have. During the 

recession, GDP fell by 1.7%, employment by 3.4% and the unemployment rate rose to 

10.8%. However, as is typical during recessions, there was a beneficial reduction in inflation. 

These economic reforms have resulted in Australia now being considered one of the most open 

economies in the world, notwithstanding polarising opinions regarding the long term success of 

free and open trade, and its inevitable effect on domestic workers. Australia has enjoyed over 

two decades of economic growth, coupled with low inflation and relatively low unemployment - 

until 2020 when the country entered into a brief recession where unemployment skyrocketed 

amid the global COVID-19 pandemic. Due to the outbreak of COVID-19, trade disputes with 

China, and the war in Ukraine, there has been a significant political shift in focus toward 

National Security and renewed interest in Australia's manufacturing industry. Although free 

trade continues to take place, the importance of a thriving local industry has regained traction as 

an important consensus (32). The economic reforms implemented since the 1980s have led to a 

large contraction of the Australian manufacturing sector, along with trade union membership; 

with the percentage of workforce unionization dropping from over 50% in the 1970s, to only 

14% presently. 2020 recession. The Covid-19 pandemic reached Australia in January 2020. On 

20th March, Australian borders were closed to all non-residents, impacting especially tourism 

and the entry of overseas students. Social distancing rules were imposed on 21 March, and “non-

essential” services were closed, which included social gathering venues such as pubs and clubs 

but, unlike many other countries, did not include most business operations such as construction, 

manufacturing and many retail categories(32). A second wave of infections in Victoria emerged 

during May to June, and Victoria imposed a strict lockdown, which continued into September. 

State governments also imposed bans on cross state border movements. On 2 September 2020, as 

a result of the Covid-19 pandemic, Australia officially went into recession (defined as two 

quarters of negative growth) with GDP falling 7% in the June 2020 quarter, the largest drop on 

record. GDP fell 0.3% in the March quarter(32)  

https://en.wikipedia.org/wiki/Privatisation
https://en.wikipedia.org/wiki/Australian_Securities_Exchange
https://en.wikipedia.org/wiki/Australian_Securities_Exchange
https://en.wikipedia.org/wiki/Australian_Securities_Exchange
https://en.wikipedia.org/wiki/Early_1990s_recession
https://en.wikipedia.org/wiki/Black_Monday_(1987)
https://en.wikipedia.org/wiki/Dow_Jones_Industrial_Average
https://en.wikipedia.org/wiki/Dow_Jones_Industrial_Average
https://en.wikipedia.org/wiki/Dow_Jones_Industrial_Average
https://en.wikipedia.org/wiki/Stock_market_crash_of_1929
https://en.wikipedia.org/wiki/Economic_system
https://en.wikipedia.org/wiki/Stock_market
https://en.wikipedia.org/wiki/Paul_Keating
https://en.wikipedia.org/wiki/Treasurer_of_Australia
https://en.wikipedia.org/wiki/GDP
https://en.wikipedia.org/wiki/Inflation
https://en.wikipedia.org/wiki/COVID-19_pandemic
https://en.wikipedia.org/wiki/COVID-19_pandemic_in_Australia
https://en.wikipedia.org/wiki/Social_distancing
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UsingAustralia quarterly seasonal data which is the GDP yearly data on   BFTSC (Break for time 

series components) to identify the components of time series present in the empirical data. 

BFTSC is considered to be more efficient in identifying all the components of time series 

statistics better than BFAST. BFTSC is an improved BFAST. BFAST (Break for Additive 

Seasonal and Trend) is a technique used for identification of trend and seasonal components of 

time series observations, trend breaking was first suggested by (10).  (23, 31) recommended an 

approach of basic swing identification to spot time series component. This approach was also 

used by (27) as the latest time series component recognition approach which is a technique that 

was first described and utilized by (31). 

The technique BFAST was for recognizing breaking points with the help of seasonal and trend 

decomposition using loess (STL), it facilitates the detection of trend change in a given 

information. The elementary standard of the BFAST technique is the splitting of time series  into 

seasonal, trend and also remnants element by  the approach for breaks  detecting software in R 

studio core 2012  (30, 31).  

(16, 31) opines thatthe technique of BFAST canpredict andanalyze a topographical forest 

movement  with the help of normalized difference vegetation index‟s branded as (NDVI). Thus, 

by extensively examining  the  period of variations  of the desiccated  portion of land  for an 

enhanced perceptive of the seasonal variation path in the arid topographic area, this was done by 

detecting and determining  factors of arid area changes using (NDIV) data  to monitor the 

variations(13,14,19). The technique is accessible in BFAST pack for R (R developments Core 

Team, 2012). Package „bfast‟which portray the main scope of BFAST. Many scholars employ 

the use of BFAST in identifying trend in topographical data (26).   

The extension of BFAST is an improved technique that identifies all-time series components. 

This new technique is known as BFTSC (Break for time series components). Many of the 

automated techniques of pattern detection are computer oriented. BFTSC is one of the first 

extension of BFAST in history which also focus more on computer approach strategy rather than 

theoretical approach strategy( 1,3 & 4). 

BFTSC technique considers every vital component of time series statistics. BFAST is known to 

be weak in identifying and breaking random variations, also very weak in applicability to other 

types of empirical data(21,24). The technique considers the extension and improvement of the 

BFAST to BFTSC, breaks for additive, seasonal and trend to be modified to break‟s for time 

series components BFTSC.  

BFTSC is programmed into computer R package and can be used by anyone who wishes to be a 

beneficiary or need the package that will be developed.  For better identification, the 

diagrammatic representation of the BFTSC is shown and represented in Figure 1.  

BFTSC is tolerant to additives models when necessary considering the structure of the system 

and multiplication models of the given system. The problem of time series components detection 

is a problem that should be solved in the earliest stage of time series forecasting (21).  

BFTSCfollowed similar derivative steps like BFAST but deviated in the addition of cyclical and 

irregular components. BFTSC is the technique used in analyzing the generality of time series 

data by extracting the trend components and seasonal components, cyclical components and 
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irregular components during time series decomposition. Given the general time series additive 

model as in equation (1.1) of the form: 

𝑌𝑃= 𝑇𝑝 + 𝑆𝑝 +  𝐶𝑝 +  𝐼𝑝(1.1)  

where 𝑌𝑃 is the observed value at time period p and  𝑇𝑝   is the trend value at time period p, while  

𝑆𝑝   is the seasonal component   value, 𝐶𝑝   is the cyclical component and 𝐼𝑝  is the irregular 

component all with time period p (8, 12, 15, 18). 

BFTSC identifies all the of time series components relatively trend, seasonal, cyclical and 

irregular components to be randomized equation. 

The residual component in BFAST now converted to contained cyclical and irregular component 

in BFTSC. The breakpoint which represent the change in time series caused by common noise 

such as natural phenomenon and human activities can be observed in both seasonal components 

and trend components using BFTSC technique. In BFAST only random component can be 

observed but in BFTSC the cyclical and irregular components is identified alongside with trend 

and seasonal components (2, 21,22).  

Material and Methods 
BFAST is the technique used in analyzing the generality of time series data by extracting the 

trend and seasonal pattern during time series decomposition. Given the general time series 

additive model of the form: 

𝑌𝑃= 𝑇𝑝 + 𝑆𝑝 +  𝐶𝑝 +  𝐼𝑝 (2.1) 

Where 𝑌𝑃 is the observed value at time period p and  𝑇𝑝   is the trend value at time period p, while  

𝑆𝑝   is the seasonal component   value, 𝐶𝑝   is the cyclical component and 𝐼𝑝  is the irregular 

component all with time period p (28, 29). 

From equation (2.1) BFAST takes all other components apart fromtrend and seasonal component 

to be randomized (𝑅𝑝 ) and the equation was expressed as (1, 3, 5 & 31). 

𝑌𝑃= 𝑇𝑝 + 𝑆𝑝 +  𝑅𝑝                         (2.2) 

The residual random consist of cyclical and irregular component, the breakpoint which 

represents the sudden change in time series caused by uproar noise such as natural phenomenon 

and human activities can be spotted in both seasonal components and trend components  using 

BFAST technique (21).  

To generate trend components using BFAST, we need a piecewise linear model 

approach.Suppose 𝑇𝑝   is a piecewise linear model with an actual slope and intercept on q+1 

segments broken with q breakpoints and P period;  𝑝1
≠,……….,𝑝𝑞

≠  then 𝑇𝑝  can takes the form  

𝑇𝑝  = 𝛼𝑘  + 𝛽𝑘P                                                                             

To generate seasonal components using BFAST, we need a simple harmonic model. 

Thus, 𝑆𝑝  can be represented by a simple harmonic model with j terms; j = 12….J and time t. 
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𝑆𝑝 =  𝜔𝑘 ,𝑗
𝐽
𝑗=1 Sin

2𝜋𝑗𝑡

𝐹
+𝜎𝐾,𝑗 )    (2.3) 

where k = 1… q,  𝑝𝑘−1
≠ < p ≤ 𝑝𝑘

≠  and also   𝜔𝑘 ,𝑗 ,     𝜎𝐾,𝑗   are the segment amplitude and F is the 

frequency (1, 3, 5 & 31). 

To generate random components, any data that does not belong to trend nor seasonal is classified 

random𝑅𝑝 .. 

𝑌𝑃=  𝛼𝑘  +  𝛽𝑘P +  𝜔𝑘 ,𝑗
𝐽
𝑗=1 Sin

2𝜋𝑗𝑡

𝐹
+ 𝜎𝐾,𝑗 )+    𝑅𝑝                           (2.4)                                                

       

𝑌𝑃= 𝑇𝑝 +      𝑆𝑝  +   𝑅𝑝  

The new technique called BFTSC considered splitting the random into cyclical components and 

irregular components which is an extension of BFAST. This was done through the inclusion of 

cyclical components direction. 

Cyclical components can be calculated through the regression cyclical movement. The regression 

function at the breakpoint maybe discontinuous but the model can be written in such a way that 

the function continues at all point including breakpoints. To calculate cyclical components, 

center moving average is involved (Bornhorst,  Dobrescu,  Fedelino, Gottschalk & Nakata, 

2011). 

Derivation of cyclical code 

(See Ajare et al., 2023(1,3,4, &5)) 

The new equation becomes 

𝑌𝑃=   𝛼𝑘  +  𝛽𝑘P + 𝜔𝑘 ,𝑗
𝐽
𝑗=1 Sin

2𝜋𝑗𝑡

𝐹
+ 

𝑌𝑡

𝑛𝑡
𝑛
𝑡  +   𝐼𝑝                             (2.5) 

𝑌𝑃=𝑇𝑝 +   𝑆𝑝  +   𝐶𝑝 +   𝐼𝑝  

where 𝑌𝑃 is the observed value at time period p and  𝑇𝑝   is the trend value at time period p, while  

𝑆𝑝   is the seasonal component   value, 𝐶𝑝   is the cyclical component and 𝐼𝑝  is the irregular 

component at period p. 

 𝐼𝑝 is the remainder variations which is not captured by trend, seasonal variations and cyclical 

components, every variations apart from trend, seasonal and cyclical  are classified as remainder 

( 𝐼𝑝 )  (1, 3, 5 & 31). 

Results 
Evaluation of BFTSC with forty eight months (small monthly sample size) data. 

The forty eight months (smallmonthly sample size)trend data wasgenerated from the model    
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𝑌𝑡=95.68699+0.560847𝑥𝑡  (4.2) 

equation 4.2.(See Ajare et al., 2023(1,2 &5)) 

 

BFTSC was very effective in the detection of trend components 𝑇𝑡 . BFTSC was also able to 

detect 100% trend components  𝑇𝑡 that was in the data series.BFTSC was able to detect 100% 

seasonal components  𝑆𝑡 that was in the data series.BFTSC was also able to detect 100% of the 

irregular components (𝐼𝑡) that was present in the one hundred data set. BFTSC was able to detect 

99% of the cyclical components in the one hundred data of cyclical when combined with trend 

which   was prepared for evaluation of BFTSC.  It was able to detect only 99.5 % of all the entire 

cyclical combination components present in the data set. The overall performance of BFTSC of 

monthly small sample size of 48 is 99.9 % (1, 11 & 17) 

 

 

Evaluation of BFTSC with ninety six months (medium monthly sample size) data. 

 The ninety six months (medium monthly sample size)trend data wasgenerated from the model in 

equation 4.2. One hundred data was generated for trend(𝑇𝑡) components at time t, each of the 

one hundred data contains ninety six monthly data. BFTSC is evaluated based on each set of one 

hundred set of data and the percentage of accuracy is recorded in table 1. Ninety six monthly 

trend data is generated in one hundred different replications. The ninety six  months trend data in 

one hundred places is involving only trend component. BFTSC was used to uncover and to 

detect the trend components hidden in the one hundred set of ninety six months data generated 

from equation 4.2. 

BFTSC was very effective in the detection of trend  

components 𝑇𝑡 . BFTSC was also able to detect 100% trend components  𝑇𝑡 that was in the data 

series.BFTSC was able to detect 100% seasonal components  𝑆𝑡 that was in the data 

series.BFTSC was also able to detect 100% of the irregular components (𝐼𝑡) that was present in 

the one hundred data set. BFTSC was able to detect 100 % of the cyclical components in the one 

hundred data  that was prepared for evaluation of BFTSC,  it was able to detect only 100 % of all 

the entire components present in the   one hundred data set of ninety six months each. The 

overall performance of BFTSC of monthly medium sample size of 96 is 100 % (See (1, & 5)). 

Evaluation of BFTSC with one hundred and forty four months (large monthly sample size) 

data. 

 The one hundred and forty four months (large monthly sample size)trend data wasgenerated 

from the model in equation 4.2. One hundred data was generated for trend(𝑇𝑡) components at 

time t, each of the one hundred data contains one hundred and forty four monthly data. BFTSC is 

evaluated based on each set of one hundred set of data and the percentage of accuracy is 

recorded in table 2. One hundred and forty four monthly trend data is generated in one hundred 



 

7 
 

different replications. The one hundred and forty four months trend data in one hundred places is 

involving only trend component. BFTSC was used to uncover and to detect the trend 

components hidden in the one hundred set of one hundred and forty four monthly data generated 

from equation 4.2. 

BFTSC was also able to detect 100% trend components  𝑇𝑡 that was in the data series.BFTSC 

was able to detect 100% seasonal components  𝑆𝑡 that was in the data series.BFTSC was also 

able to detect 100% of the irregular components (𝐼𝑡) that was present in the one hundred data set. 

BFTSC was able to detect 100 % of the cyclical components in the one hundred data  that was 

prepared for evaluation of BFTSC,  it was able to detect only 100 % of all the entire components 

present in the  one hundred data set of one hundred and forty four months each . The overall 

performance of BFTSC of monthly large sample size of 144 is 100%.  

The overall performance of BFTSC all the sample size of (small, medium and large) is 99.97%. 

BFAST is considered best for time series data without cyclical and irregular components.(See (1 

& 5 )) 

Structural Change (SC) using BFTSC  for time series components 

identification of Australia GDP 

The first stage in forecasting is to view the data and  to examine all the components of time 

series present in that data in order to select the most appropriate forecasting technique. The 

yearly quarterly GDP data components identification was carried out with the help of the new 

technique called BFTSC.  This new technique helps to have a clear image of the entire variations 

presents in the time series data. 
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Figure 1. BFTSC for Quarterly Australia GDP data  

 

Figure 1 reveals all the time series components hidden in the quarterly France GDP data for 55 

years, the image in the figure above indicate the presence of trend, seasonal, cyclical and 

irregular components, Hence the most appropriate techniques for analyzing such data is ARIMA. 

Ten ARIMA models are tested and the best model is selected based on the ARIMA with the 

smallest AIC (Akaike‟s Information Criterion). Based on the AIC models, the ARIMA(2,2,3) is 

the best model to be used in fitting the France quarterly GDP . ARIMA(2,2,3) is selected and 

used for fitting the model (6,7).  
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Figure 2. Manualoriginal Australia GDP and the fitted value of US GDP 

Figure 2. The fitted value  and the real data of  the yearly quarter GDP data of Australia gross 

domestic product (Australia GDP). This reveal that for the next  two years period  the Australia,  

the GDP show no evidence of decline and the fitted value fit well  and match intact to the 

original Australia GDP data so the model can be applied for prediction of more quarterly years 

GDP of Australia. 
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Figure 3  ForecastData for Australia GDP. 

Based on the forecast seen in Figure 3,  no scientific evidence ofAustraliaGDP crash in the  

period  2019 to 2020. This details can be used for projection of Australia GDP for the next five 

years. AustraliaGDP appears to be in a steadily increasing state.

Discussion/Conclusion 

(9) was one of the first researchers that struggle to clearly identify time series component using 

time plot. However, the limitation of this technique was the complexity, it was very complicated 

to differentiate the time series components using casual manual time plot and the manual 

technique may be extremely difficult for non-experts.(20 & 21) developed DBEST (Detection 

Breakpoint and Estimating Segment Trend) which was modified from BFAST. DBEST take in 

(NDVI) normalizes difference vegetation index data.  The limitation of DBEST technique is that, 

the algorithm was built to solve the problem of topographical vegetation trend identification and 

cannot identify cyclical and irregular components of time series statistics. It is not flexible time 

Series1

0

2

4

6

8

10

12

14

16

Forecast of  Australia GDP



 

11 
 

series component identification technique and this is still a problem that needs to be fully 

addressed, 

 

(23 & 22) argue and contributed to the body of knowledge by investigating the collective change 

identification called BFAST. The  technique called BFAST is used for acknowledging  breaks 

for additive seasonal  and trend in order to justify for seasonal disorder  and  also enables the 

identification  of  breaks that take place in  trend  within the system (31).  The technique is 

accessible in BFAST pack for R (R developments Core Team, 2012). 

 (31). Package „bfast‟which portrays the main scope of BFAST. Many scholars employ the use 

of BFAST in identifying trend in topographical data (26).   (24) describe BFAST as complicated 

in technique, this lead this study to seek out for transparency regarding BFAST(31) recommend 

a new technique for broad trend detection for image classification and representative, the 

technique is called Break for Additive Seasonal and Trend known as BFAST. This technique 

integrates the decomposition of time series components into the conventional elements of the 

series such as data, seasonal, trends and remnants, it was done with the help of the technique for 

identifying   change which is   embodied in the system of BFAST (6,7 & 9).  

Therefore, from these discussion, BFAST need to be improved to a technique that can identify 

the four time series components. BFTSC is recommended for efficient time series components 

identification for an improved forecasting.(31). The technique was for recognizing Breaks for 

Additive Seasonal and Trend (BFAST). This technique helps to recognize trend breaks enclosed 

by the series. The essential guide of the BFAST technique is the decomposition of time series 

component into seasonal, trends and miscellany elements with the technique for recognizing 

structural similarity and difference. (31) recommended that the technique of BFAST is for 

identifying topographical pattern and also for improvement to be applied in other related 

disciplines. 

(25) describe BFAST as not being capable of identifying topographical vegetation basic 

component perfectly, though satellite sensor image have made topographical vegetation data 

available for so many years but yet the detection of topographic trend and variation is not yet 

clearly defined. (16) suggested that, this may be due to the limited number of available trend and 

change detection techniques accessible, algorithm suitable in identifying and characterizing 

abrupt changes without sacrificing accuracy and efficiency.  

Based on previous studies, BFAST is used for topographical green forest picture data at certain 

specific time.  Introducing BFAST to time series data and how to implement BFAST on time 

series data which contain only one variable for each time is another form of challenge. BFAST is 

a technique that take in data and processed to extract each component point of the data, it would  

be reasonable to use BFAST for time series components identifications (Rikus, 2018; Gorelick, 

2017; Zhu, 2017). 

BFAST approach give a very considerable outcome and was recommend as a modern instrument 

for statistics information decomposition and detections but could not separate random noise and 

is a customized additive decomposition method, from all indication observed so far, it reveal that 
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BFAST need to be extended for the purpose of coping with other varieties of uses (Tolsheden, 

2018; Mok et al., 2017; Maus, Câmara, Appel &Pebesma, 2017).  

Based on the every result in the simulated and the empirical analysis, BFTSC is the most 

appropriate for time series components identification. BFTSC  is recommended as a good 

alternative to BFAST. This is because BFTSC identifies the four components of time series 

statistics which is one of the basic limitations of BFAST. Based on the forecast value for 2019 

and 2020 , it reveal  no scientific evidence of drop and crash in Australia GDP so improvement 

can be establish to improve on the yearly quarterly Australia GDP. 

 The contribution of this study to the scientific community is that the BFTSC gives good results 

that improve the weaknesses of the existing BFAST. BFTSC forecast output is more reasonable 

for effective policy making. 
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